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Abstract
An efficient and versatile non-Fourier method for the computation of Landau-fluid (LF) clo-

sure operators [G. W. Hammett and F. W. Perkins, Physical Review Letters 64, 3019 (1990)] is

presented, based on an approximation by a sum of modified-Helmholtz-equation solves (SMHS)

in configuration space. This method can yield fast-Fourier-like scaling of the computational time

requirements and also provides a very compact data representation of these operators, even for

plasmas with large spatial nonuniformity. As a result, the method can give significant savings com-

pared with direct application of “delocalization kernels” [e.g., G. P. Schurtz, et. al., Phys. Plasmas

7, 4238 (2000)], both in terms of computational cost and memory requirements. The method is of

interest for the implementation of Landau-fluid models in situations where the spatial nonunifor-

mity, or particular geometry or boundary conditions render a Fourier implementation difficult or

impossible. Systematic procedures have been developed to optimize the resulting operators for ac-

curacy and computational cost. The four-moment Landau-fluid model of Hammett and Perkins has

been implemented in the BOUT++ code using the SMHS method for LF closure. Excellent agree-

ment has been obtained for the one-dimensional plasma density response function between driven

initial-value calculations using this BOUT++ implementation and matrix eigenvalue calculations

using both Fourier and SMHS non-Fourier implementations of the LF closures. The SMHS method

also forms the basis for the implementation, which has been carried out in the BOUT++ code, of

the parallel and toroidal drift-resonance LF closures. The method is a key enabling tool for the

extension of gyro-Landau-fluid (GLF) models [e.g., M. A. Beer and G. W. Hammett, Phys. Plasmas

3, 4046 (1996)] to codes that treat regions with strong profile variation, such as the tokamak edge

and scrapeoff-layer.
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I. INTRODUCTION

A. Motivation

Fluid-based models, i.e., models in which the dependent variables are fields that depend

only on position and time rather than on additional velocity variables [1–5], have contributed

much to the understanding of plasma systems, and can be valid under several circumstances.

These can be thought of as “adiabatic regimes” where fluid closure is possible due to a

wide separation of two dominant time scales. These include the “hydrodynamic” regimes in

which the spatial scale length of structures of interest is much greater than the distance by

which charged plasma particles (ions or electrons) separate in either a mean collision time

(mean free path; i.e., the collisional hydrodynamic regime) [1, 2] or else in the characteristic

time of the structures (cold-fluid “adiabatic” regime) [3, 4]. A fluid description can also

be valid in the opposite (also sometimes called “adiabatic”) isothermal regime where the

particles undergo oscillations (e.g., due to passage through spatially or temporally varying

forces or in strong magnetic fields) which are rapid compared with the characteristic times of

structures of interest. The fluid descriptions are very useful in that they have a lower inherent

dimensionality than kinetic descriptions. This results in greater tractability both in some

analytical calculations and more generally in computer simulations, where computational

cost is often a limiting factor.

Our particular interest is in the edge and scrapeoff-layer region in magnetic fusion plasma

devices such as tokamaks. Fluid simulations with computer codes such as the BOUT++

edge plasma fluid code [6] have been a useful tool for the understanding of transport and

turbulence in such plasmas. In the past, edge simulation models have been based largely

on collisional fluid equations. However, kinetic effects are known to be important in these

regions, and it is highly desirable to extend the models to include kinetic effects. The

gyro-Landau-fluid (GLF) approach [8, 9] is a way to incorporate some kinetic effects into

fluid simulation codes such as BOUT++, while avoiding the increased dimensionality and

associated computational cost of a full nonlinear gyrokinetic model. The “Landau-fluid” (LF)

component [7, 10] of the GLF approach is a treatment of kinetic effects, in which the fluid

equations are closed with specialized kinetic-fluid closure terms. These closure terms differ

from those valid in collisional limits and typically involve nonlocal (integral) operators, but
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are nevertheless expressed entirely in terms of the fluid fields that are the dependent variables

in the fluid equation set. There is also a separate body of work on nonlocal kinetic closures

using “delocalization kernels” [11, 12]. Indeed, the LF approach leads [9], in the three-

moment (density, momentum and pressure moment) approximation, to a nonlocal kernel

that is of the same form as that given in Ref. [11]. The LF and nonlocality-kernel closures

can be thought of as specialized forms of “flux-limiters” in that they limit the spatially

dependent component of the fluxes in cases where the collisionality is small or completely

negligible. It is the spatially dependent or, more generally, the convergent or divergent parts

of the fluxes that lead to changes in the values of the respective moments. The closures have

the additional feature of having quantitative accuracy in the collisionless limit for both time-

dependent and time-independent phenomena [7, 9, 11]. The LF approach has the advantage

that it provides a clear path to closures in additional higher moment equations than those

for the pressure or temperature, e.g., in the dynamical heat-flux equation, and this has been

found to be essential for improved accuracy in fits of the temporal plasma responses [7–10].

In the simplest case of perturbations from a uniform one-dimensional Maxwellian plasma

equilibrium with negligible collisionality, the Landau-fluid closure term can be represented

in Fourier (wavenumber) space as a damping term with an effective phase-mixing damping

[7, 10]

� / � |k| v
th

, (1)

where k is the wavenumber and v
th

is the mean thermal speed. This form of the damping

rate can be arrived at in various ways. Hammett and coworkers introduce such a damping

rate based on matching the Landau-damping rate given by a fluid system with a closure

term involving this rate with the corresponding kinetic result. This was also derived in Ref.

[13] via the adiabatic (low-frequency) limit of exact (but frequency-dependent) closed-form

linear kinetic results for the closure terms. One can also arrive at such a rate from general

considerations for the linear zero-collision-limit problem. If one assumes that spatial Fourier

modes with wavenumber k in a periodic or infinite domaine have a temporal linear damping

rate that is independent of any collision rate and frequency (i.e., we do not allow the closure

term to depend on time derivatives) then from purely dimensional considerations, the only

available spatial scale is 1/k and the only available velocity scale is v
th

. From symmetry
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considerations, lack of dependence of the damping rate on the frequency dictates that the

damping rate is independent of the sign of k. It follows that the damping coefficient of the

form in Eq. (1) is the only possible one.

Collisional effects have been added in such treatments through a generalization of the

above damping rate. At the level of a 4th-moment closure (closure of the dynamic heat

flux equation by expressing the 4th velocity moment in terms of the heat flux) [9], Eq. (1)

generalizes to

� / � (|k| v
th

+ ⌫s) .

Here, ⌫s is an effective collision rate, so that ⌫s/vth is an effective inverse mean free path. By

taking the adiabatic limit of the resulting dynamic heat flux equation, a closure for the heat

flux itself in terms of the perturbed temperature can be obtained, which involves a damping

rate of the form

� / � k2v
th

|k|+ ⌫s/vth

at the level of a heat-flux closure [9, 11]. We note that the four-moment LF models, i.e.,

including a dynamical heat-flux equation, are of value both for improved accuracy in fits of

the temporal plasma responses [7, 9], and because they provide transparency concerning the

inclusion of additional physics such as the effects of a fluid flow velocity.

Specific results include the Hammet-Perkins expression for the divergence of the parallel

conductive heat flux (parallel conduction of parallel internal energy)

@

@z
Qz (z) ⇡ �

p
8/⇡n

0

v
th

Z
dk eikz |k| ˜T (k) , (2)

where n
0

is the number density. This can be expressed as a configuration-space operation

on the temperature field

Qz (z) = Qz (z) ⇡ P

1Z

�1

dz0G(z � z0) ˜T (z0) ,

G(z) =

✓
2

⇡

◆
3/2

n
0

v
th

1

z
.
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A specific form of the closure of the heat flux in the energy equation was given [9] as

@

@z
Qz (z) ⇡ �8n

0

v2
th

Z
dk eikz

k2

˜T (k)p
8⇡ |k| v

th

+ (3⇡ � 8) ⌫s
. (3)

A very similar model was obtained empirically via a fit to Fourier-mode damping rates

obtained from numerical Fokker-Planck-equation calculations by Epperlein and Short [11].

The above expressions make sense in the case where the background is uniform in the

direction of the wavenumber. They then lead to straightforward and efficient evaluation in

Fourier space of the application of the operators to a perturbation field. However, when

strong spatial inhomogeneity is present, the locality of the operators in the Fourier space

breaks down, and the Fourier treatment becomes much less useful. Such is the case in mag-

netic fusion edge plasmas, for which the BOUT++ code was developed, and also for the

electrons in inertial confinement fusion capsules [14]. These plasmas can have large static

or quasistatic spatial inhomogeneities in the moment quantities such as the density, tem-

perature and flow velocity, and hence in the collisionality regime, as well as large relative

fluctuation amplitudes. The particular discretizations, geometry and boundary conditions in

simulation codes such as BOUT++ can themselves also make Fourier implementations dif-

ficult or impossible. In such cases a non-Fourier implementation of the LF closure operators

is needed.

With spatial mesh-based schemes (finite difference, volume, element, etc.), rapid evalu-

ation of operators of the form kn $ (�i@/@z)n is possible because spatial discretizations

(including high order accurate discretizations) of integer powers of the derivative with quite

local kernels are available. However, for non-integer powers and non-analytic functions of

the wavenumber, for example the operators |k|⇥kn
= k

n+1

sgn (k) of interest here, the corre-

sponding spatial kernels are intrinsically nonlocal, so that the straightforward evaluation of

the application of these operators (through convolution or matrix multiplication involving

the discretized kernel) results in an unfavorable scaling of the computational effort. Specifi-

cally, for a one-dimensional finite domain discretized with (a large integer) Ng mesh points,

the computational effort for a direct convolution or matrix multiplication is expected to scale

approximately as N2

g , versus Ng log (Ng) for the combination of discrete Fourier transforma-

tion and application of the operator in Fourier space. Furthermore, the discretized kernels

themselves can be unwieldy in cases of interest. For a spatially inhomogeneous situation in
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one dimension, the number of elements in the kernel matrix itself scales as N2

g . In a 2- or

3-dimensional magnetized plasma calculation, the LF operators themselves are still basically

one dimensional. The parallel LF closure operator operates in the direction along the (pos-

sibly perturbed) magnetic field and the toroidal drift-resonance closures involve operations

along streamlines of the combined rB and curvature drifts. In these cases the scaling of

the number of matrix elements that must be calculated and/or stored is as Ngtot ⇥ Ngop,

where Ngtot is total number of grid cells in the system and Ngop is the number of grid cells in

the direction in which the operator is applied, i.e., the parallel direction for the parallel LF

operator and the minor-radius direction in the case of the toroidal drift-resonance operator.

In a general (e.g., unmagnetized) spatially inhomogeneous multi-dimensional situation, the

number of matrix elements can scale as N2

gtot or, if the kernel can be limited to some spa-

tial scale such as a collisional mean free path, as Ngtot ⇥ Ngkernel where Ngkernel is a typical

number of grid cells in the support of the kernel matrix. It is therefore of interest to look

for configuration-space based methods that are accurate, yet have reduced computational

(time and storage) costs relative to direct matrix multiplication.

We have developed an efficient and versatile non-Fourier method for the computation of

the LF closure operators. This method is based on an approximation by a sum of modified-

Helmholtz-equation solves in configuration space, and we will therefore refer to it here as

“the SMHS method.” An brief preliminary report on this method, including some early

results, was given in Ref. [15]. Here we present the method in greater detail, including

systematic procedures for its construction and for the quantification and optimization of

its accuracy and computational efficiency. The SMHS method uses the nonlocality of the

kernel resulting from the inversion of (i.e., the Greens function for) a modified Helmholtz

operator to efficiently capture the nonlocality in space of the kn+1sgn (k) operator. This can

result in fast-Fourier-like scaling of the computational time requirements and also provides a

very compact data representation of such operators, even for plasmas with significant spatial

nonuniformity. As a result, the SMHS method can give significant savings compared with

direct application of delocalization kernels, both in terms of computational cost and memory

requirements.

The one-dimensional LF closure operator has been implemented in the BOUT++ code

using the SMHS method, and in separate stand-alone verification codes using the SMHS

method, the Fourier method as well as direct convolution and matrix multiplication. Em-

7



pirical comparisons of computational scaling between these methods are given. Excellent

agreement has been obtained for the one-dimensional plasma density response function in

the four-moment LF model of Hammett and Perkins between driven initial-value calcula-

tions and matrix-eigenvalue calculations using the SMHS and Fourier implementations of

the closure terms.

The SMHS method also forms the basis for the implementations, which have been carried

out in the BOUT++ code, of the parallel LF closure and the toroidal drift-resonance LF

closure. The method is a key enabling tool for the extension of gyro-Landau-fluid (GLF)

models [9] to codes that treat regions with strong profile variation, such as the tokamak edge

and scrapeoff-layer.

The organization of the remainder of the paper is as follows. In subsection II A, the

basic method and approximations are introduced. The computational performance of the

method is compared for the simple, one-dimensional, case in subsection II B. A systematic

procedure for optimizing the accuracy of the approximation of the LF operators by a sum

of Lorentzians or modified Helmholtz solves is given in subsection II C. Subsection II D

discusses optimizing the SMHS method for truncation error (finite-grid effects) and system-

size effects. Subsection II E reports verification tests for the SMHS implementation using

the one-dimensional plasma response function are discussed in Subsection II E. Subsection

II Fbriefly summarizes the approaches that generalize the one-dimensional case to the closure

terms that arise in the GLF models. Finally, a summary of the work and discussion of some

further generalizations of interest and future directions are given in Section III.

II. APPROXIMATION BY A SUM OF MODIFIED-HELMHOLTZ-EQUATION

SOLVES

A. The basic approximation method

Our method is based on a sum of Lorentzians in wavenumber (k) space and their

representation as the solution of an inhomogeneous modified Helmholtz equation. Consider

a function  (z) (where z is for now a single real spatial variable) which satisfies the
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inhomogeneous modified Helmholtz equation with source function S (z):

✓
1� @2

@z2

◆
 (z) = S (z) . (4)

Eq. (4) can be discretized and solved by an appropriate elliptic-equation solver. In one

dimension, the simplest discretization of the second derivative for a uniform mesh in one

dimension is a 3-point second difference

@2 

@z2
! 1

�

2

( i+1

+  i�1

� 2 i) , (5)

which results in a tridiagonal matrix (or a generalization appropriate to the particular bound-

ary conditions). For the one dimensional case and typical simulation mesh sizes, the resulting

condition numbers of the matrices to be inverted are typically modest, and a direct banded

solver can be used to solve the resulting matrix equation. The computational time for such

a numerical solution scales directly in proportion to the number of mesh nodes Ng. This

numerical solution can be thought of as an application of an integral operator to S (z) which

is nonlocal, but in Fourier space is approximately a multiplication by 1/ (1 + k2

) where k

is the wavenumber. In other words, the operation of multiplying the Fourier coefficients of

the field S by 1/ (1 + k2

) is the equivalent of applying the inverse of a modified Helmholtz

operator, i.e., ✓
1� d2

dz2

◆
1

2⇡

Z 1

�1
dk

1

1 + k2

ˆSke
ikz

=

1

2⇡

Z 1

�1
dk ˆSke

ikz

or, formally using the Fourier theorem,

✓
1� d2

dz2

◆�1

S (z) =
1

2⇡

Z 1

�1
dk

1

1 + k2

ˆSke
ikz,

where
ˆSk =

Z 1

�1
dz S (z) e�ikz.

Thus, the numerical modified-Helmholtz-equation solution is a way to apply an operator

which is highly nonlocal in z with a “fast” computational scaling. In contrast, the compu-

tational cost of applying the same operator directly in z configuration space via a direct
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numerical convolution or matrix multiplication scales as N2

g .

For higher-order compact finite-difference or finite-element discretizations, the matrix

associated with the discretization generalizes to a narrowly banded matrix (or a general-

ization appropriate to the particular boundary conditions), for which the time taken for

the solution of the resulting equation by an efficient matrix equation solver still scales di-

rectly in proportion to the number of mesh nodes. In the two-dimensional case, of interest

for the toroidal drift-resonance Landau-fluid operators and the gyrofluid operators [9] that

act perpendicular to the magnetic field, the associated matrix becomes a more general but

still highly sparse matrix. In some such cases (e.g., for the toroidal drift-resonance closures

when there is significant profile variation, but the perturbations have small amplitude), the

matrix problem can be reduced to one dimension via a Fourier transform in the toroidal

(binormal) direction. (See sec. II F.) In more general cases, the representation through

modified Helmholtz equations will still have the very significant advantage of sparseness.

A more general but very efficient linear solution method, such as the algebraic multigrid

method, will be required to preserve the fast-Fourier-like scaling of the computational time

and overall usefulness of the SMHS method.

The second ingredient of our method is the approximation of 1/ |k| as a sum of suitably

scaled Lorentzians
1

|k| ⇡
X

n

�n
k2

+ ↵2n
,

where for now the range of n in the sum is not specified. We can compare the Lorentzian

function �/ (k2

+ ↵2

) and 1/ |k|. The Lorentzian is even in k, as is 1/ |k|. The values and

gradients of these two functions agree at k = ↵ if we set � = 2↵. This comparison is shown

for ↵ = 1.0, i.e.,

 
1

(k) =
2

1 + k2

,

in Fig. (1a). By adding a second Lorentzian with a different width and suitably scaled

coefficients, the spectral range of good agreement (i.e., agreement to within some value of

the relative or absolute error) can be greatly increased. This is seen in Fig. (1b), which

shows a curve for the function
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Figure 1: Plot of 1/ |k| compared (a) with a single Lorentzian and (b) with a single Lorentzian and
a sum of two Lorentzians.

 
2

(k) = 0.68

✓
2

1 + k2

+

10

25 + k2

◆
,

in addition to the same curves as in Fig. (1a). Additional Lorentzians can be added to

obtain good agreement over successively wider ranges of the wavenumber k.

Now consider the (bidirectionally infinite) series

 1 (k,↵) ⇡
1X

n=�1

↵n

k2

+ ↵2n
,

where ↵ is any real number greater than 1. This series converges pointwise for any real

k 6= 0. This can easily be seen from the fact that for fixed k, the terms in the sum can be

bounded by

↵n

k2

+ ↵2n
<

8
<

:
↵�n

asn ! 1

↵n/k2

asn ! �1.

The sum  1 (k,↵) satisfies

 1 (�k,↵) =  1 (k,↵) ,

 1 (↵k,↵) =  1 (k,↵) /↵.

Thus a reasonable starting ansatz for fits to 1/ |k| with sums of Lorentzians is a finite
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Figure 2: Plots of |k| 
+

(k;↵,�, N) for ↵ = 5,� = 1.04, N = 7. Frame (b) zooms in on the region
of good fit of  

+

(k;↵,�, N) to 1/ |k|.

truncation of  1 (k,↵) , e.g.,

 N+

(k;↵, �, N) = �
N�1X

n=0

↵n

k2

+ ↵2n
, (6)

where N is a positive integer (which hopefully need not be large) and � is an overall mul-

tiplier, which for fitting purposes may be taken to be a function of ↵ and N . Heuristically,

 
+

(k;↵, �, N) can be expected to be a good fit over a wavenumber range delineated roughly

by � . |k| . ↵N�1/� where � is a positive real number of order 1. This is indeed the case,

as can be seen from plots of the ratio of  
+

to 1/ |k|, i.e., of

|k| 
+

(k;↵, �, N) = � |k|
N�1X

n=0

↵n

k2

+ ↵2n
,

which are shown in Fig. 2.

This figure shows that  N+

(k;↵, �, N) with 7 terms can approximate 1/ |k| to within a

relative error of 2% over a spectral range of approximately 10

3.

Here we briefly comment on some favorable aspects of the SMHS approach. The approx-

imation by a sum of Lorentzians or modified Helmholtz solves is applicable to cases where

there is spatial inhomogeneity in the operator, for example through spatial variation in the

thermal velocity or thermally averaged drift velocities in a toroidal implementation. This

is not true of the Fourier or convolution methods. The matrix multiplication method is

applicable, but requires calculation and storage of the kernel matrix, the size of which can

be much larger than the computational mesh. The closure operator may in general be most
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easily represented as a combination of local (e.g. differential) operators, quantities that are

functions of position, and nonlocal operators. The SMHS method provides the flexibility to

implement some of the spatial dependence through spatially dependent coefficients in the

modified Helmholtz equation. Another consideration that favors the SMHS method over

direct methods is the fact that in a toroidal application, e.g., a typical flux-tube based sim-

ulation geometry with offset-periodic boundary conditions in the direction parallel to the

magnetic field, the perturbations may extend several poloidal circuits in the parallel direc-

tion. For such a perturbation the nonlocal operator should have good fidelity for these very

long spatial scales (or low wavenumbers) and the effective value of Ng may be considerably

larger than the number of cells in the parallel direction in the simulation domain.

B. Computational performance

We have implemented the SMHS method in a one-dimensional test code on a periodic

domain. A comparison was made of computational time for the application of the operator

by various methods, including the SMHS method, using a single process on a compute

node of the NERSC Edison computer [16]. The timings are for 1000 applications of the

operator in a loop of Fortran code. The other methods compared include the Fourier method,

coded in Fortran using the FFTW3 library from within the Cray LibSci library, and matrix

multiplication by the discretized kernel using the BLAS DGEMV routine from LibSci and the

gfortran intrinsic MATMUL routine. The matrix multiplication is a realization of the direct

application of a delocalization kernel [12]. The results are shown in Fig. 3. It is seen that

the SMHS method has similar computational scaling to the Fourier method, approximately

as Ng log (Ng), where Ng is the number of grid cells, and is uniformly a factor of 2 to 3 more

expensive than the Fourier method over most of the range of Ng. In contrast, the timing for

matrix multiplication scales as approximately as N2

g for the MATMUL implementation and

approximately as N2.5
g (in the range 128  Ng  4096) for DGEMV. Note that DGEMV

is faster than MATMUL across the whole range of Ng values shown in Fig. 3, despite

its apparent scaling as N2.5
g being less favorable than the N2

g scaling of MATMUL. The

crossover point, at which the timing of the SMHS and direct methods is comparable is at

Ng ⇡ 128� 512. The SMHS method has an advantage in terms of computational-time cost

for values of Ng larger than this.
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Figure 3: Timings for the application of the |k| operator by various methods, as indicated in the
legend.

Note, again, that the computational cost of the SMHS method in a particular setting

will depend on the efficiency of the underlying modified Helmholtz solver used and on the

boundary conditions. In multidimensional cases, we expect that this method can still be ef-

ficient and give the fast-Fourier-like computational time scaling provided that the associated

modified Helmholtz equations are solved via a very efficient linear solution method, such as

the algebraic multigrid method. Similarly, we observe that there are variations in the effi-

ciency of the direct methods, depending on the particular matrix multiplication algorithm

used.

C. Optimization of accuracy and spectral range

Improved fits to 1/ |k| can be obtained by generalizing the coefficients in the sum in Eq.

(6) to give

˜ 
+

⇣
k;↵, ~�, N

⌘
=

N�1X

n=0

↵n�n
k2

+ ↵2n
. (7)

Here ~� is a N -dimensional real vector with components �n, which can be determined by a

systematic fitting procedure. One such procedure is a well-posed collocation calculation. By

“well-posed” is meant a calculation involving a set of optimization constraints whose number

exactly matches the number of free parameters in the fit. The collocation constraints used

are exact matches of ˜ 
+

⇣
k;↵, ~�, N

⌘
with 1/ |k| at a set of |k| values most of which are evenly
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Table I: Range of k for good fit of  ̃
+

⇣
k;↵, ~�, N

⌘
to 1/ |k|.
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Figure 4: Results from the collocation-based optimized fits  ̃
+

⇣
k;↵, ~�, N

⌘
to 1/ |k| for different

values of N . The plots show |k|  ̃
+

⇣
k;↵, ~�, N

⌘
versus |k| with different vertical scales for the two

frames. Proceeding from narrower to wider range of fit, the curves are for N = 2, 3, 4, 5, 6, 7. The
solid heavy black curve is the result from the truncation fit |k| 

+

(k;↵,�, N) for N = 7.

spaced in the logarithm of |k|. Specifically, we define n = ↵n�1
0

, n = 0, 1, 2, . . . , N � 1.

One good choice for the collocation points is at k = k
coll,n, with k

coll,n = n for n =

1, 3, . . . , N � 2, and k
coll,0 = 

0

/⌘, k
coll,N�1

= ⌘↵N�1
0

. With this choice, ~� is obtained as a

solution of a (linear) matrix equation of the form A

~� = R, where A is a N ⇥N matrix, and

R is a N -dimensional vector. Results from the collocation-based optimization are shown in

Fig. (4). For a given N , the optimized fits give an increase in the spectral range of good fit

of order 100 over the simple truncation of Eq. (6).

We note also that the curves in Figs. (2) and (4) display a symmetry about ↵(N�1)/2. This

symmetry can be shown to hold provided �N�1�n = �n, which is the case for the values of

�n obtained by the above collocation procedure. Formally, this symmetry can be expressed

as

k ˜ 
+

⇣
↵(N�1)/2k;↵, ~�, N

⌘
=

1

k
˜ 
+

✓
↵(N�1)/2

k
;↵, ~�, N

◆
. (8)

For the collisional case, e.g., for the operator in Eq. (3), if v
th

and ⌫s are uniform, then by

a normalization of the spatial scale (to
p
8⇡v

th

/ [(3⇡ � 8) ⌫s]), the basic nonlocal operator

in can be represented as 1/ (|k|+ 1). Various choices are possible for the summation limits
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Figure 5: Results from the collocation-based optimized fits  ̃
⇣
k;↵, ~�,M,N

⌘
to 1/ (1 + |k|) for

↵ = 3, N + M + 1 = 5. The plots show (1 + |k|)  ̃
+

⇣
k;↵, ~�,M,N

⌘
versus 1 + |k| with different

vertical scales for the two frames. Proceeding from narrower to wider range of fit, the curves are
for M = �2,�1, 0. Frame (b) magnifies the vertical axis to show the relative accuracy of the fits
more quantitatively.

and collocation points in a SMHS approximation of this operator. One example, which

gives a good fit (to less than 1.5% relative error) over a range of normalized wavenumbers of

approximately 300 irrespective of whether that wavenumber range is large or small compared

with 1 (the inverse mean free path) or straddles the transition between the two regimes, is

1

1 + |k| ⇡
˜ 
⇣
k;↵, ~�,M,N

⌘
=

NX

n=�M

↵n�n
k2

+ ↵2n
, (9)

with ↵ = 3, N +M +1 = 5. The collocation points chosen as kn = ↵n, n = �M, . . . , N �1,

kN = ⌘↵N , and the collocation is now done between �/ (1 + |k|) and ˜ 
⇣
k;↵, ~�,M,N

⌘
. Here

� is an additional free parameter (we choose � = 1.004), which helps to center the relative

error about zero over a wider spectral range. For different Mvalues, with N = 4 �M , the

range of fit can be chosen to encompass high collisionality (|k| ⌧ 1, using M = 2), low

collisionality (|k| � 1, using M  �1), or to encompass a collisionality range extending

from low collisionality to moderate collisionallity (using M = 0 or 1).

The series approximations in Eqs. (6)-(9) are specific cases of the more general form

 A

⇣
k;↵, ~�, N

⌘
=

NrX

n=Nl

↵n�n
k2

+ ↵2n
.

We have also implemented a least-squares based procedure, which will be described else-
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where.

D. Matching between the spectral range of good approximation and that of the

simulation mesh

In a practical implementation of the SMHS method, the effects of the spatial discretization

and the system size can be taken into account in the optimization of the approximation.

Associated with the simulation mesh size � is the Nyquist wavenumber k
Nyq

= ⇡/�, and

the largest wavenumber that is represented with some acceptable level of accuracy by the

discretization k
dscr

= ⌘ k
Nyq

, where ⌘ is a number less than 1. The negative of the eigenvalues

of the centered 3- and 5-point difference discretizations of the second derivative on a uniform

mesh with mesh size �, Eq.(5), are

K(2)

2

(k�) = [2 sin(k�/2)/�]

2 ,

K(2)

4

(k�) =

4

3

[2 sin(k�/2)/�]

2 � 1

3

[sin(k�)/�]

2 ,

where k is the wavenumber. These are compared with the exact value k2 in Fig. (6).

If, for example, one defines k
dscr

as the wavenumber below which the relative error in a

discretization is less than 2%, then the values of k
dscr

� for these 3- and 5-point discretizations

are respectively 0.45 and 1.2. The corresponding values of ⌘ are then respectively 0.14 and

0.38.

There is also generally a longest wavelength or spatial length scale L that needs to be

represented, and an associated wavenumber kL = 2⇡/L. L may be the system size or, in

the case of the parallel operator on an offset-periodic mesh as arises when using magnetic-

field-aligned coordinates, may be many times the actual domain size. Even in this case, the

value of N required in Eq. (7) can still be quite modest.

Recall that  N+

(k;↵, �, N) or ˜ N+

⇣
k;↵, ~�, N

⌘
can be expected to be a good fit over

a wavenumber range delineated roughly by � . |k| . ↵N�1/� where � is a positive real

number of order 1 [see also Eq.(8)]. In application to a particular simulation mesh, this

region of good fit must be normalized and “positioned” in k space to encompass the range of

wavenumbers (e.g., kL . k . k
dscr

) for which a good fit is needed. This can be accomplished

via a simple scaling of the wavenumber and overall multiplier, as shown in Fig. 7.
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Figure 6: Curves show K

(2)

2

(k)/k2 (red) and K

(2)

4

(k)/k2 (blue) for comparison of 3-point and 5-point
approximations of �@2/@x2 to k

2, for � = 1.

If ˜ N+

⇣
k;↵, ~�, N

⌘
approximates 1/ |k| adequately for � . |k| . ↵N�1/� according to

some criterion (e.g,. to within a specified relative error), then the function

1

k
sh

˜ N+

✓
k

k
sh

;↵, ~�, N

◆

approximates 1/ |k| adequately for �k
sh

. |k| . ↵N�1k
sh

/�. Choosing k
sh

= kL�, which

corresponds to moving the lower wavenumber boundary of the range of good fit to coincide

with kL, gives that
1

�kL
˜ N+

✓
k

�kL
;↵, ~�, N

◆

approximates 1/ |k| adequately for kL . |k| . ↵N�1kL/�2. If ↵N�1kL/�2 � k
dscr

, then the

range of good fit encompasses the entire spectral range of the simulation. Alternatively,

one can make the upper boundary of the range of good fit coincide with k
dscr

by choosing

k
sh

= �k
dscr

/↵N�1.
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Figure 7: Shifting the spectral range of good fit of the sum-of-Lorentzians approximation to 1/ |k|.
Here, the function  ̃N+

⇣
k; 5, ~�, 5

⌘
with a suitable choice of ~� is shown, which approximates 1/ |k|

to within a relative error of less than 1.5% for 1.2 . |k| . 54/1.2. This can be made to fit over
the wavenumber range 12 . |k| . 54 ⇥ 10/1.2 by setting k

sh

= 10. Shown also is an example of a
simulation wavenumber range with kL = 45, k

Nyq

= 104, and k

dscr

⇡ 4⇥ 103 which is ecompassed
by the wavenumber range of good fit of the shifted approximating function 1

10

 ̃N+

⇣
10k; 5, ~�, 5

⌘
.

The two curve segments connected by the arrow show schematically the effect of truncation error
on the fit.

E. Verification through computation of the plasma response function

The one-dimensional LF closure operator has been implemented in the BOUT++ code

using the SMHS method, and in separate stand-alone initial-value and matrix-eigenvalue

verification codes using the SMHS method and the Fourier method. We have used these

implementations to verify the applicability and accuracy of the SMHS method for the lin-

ear one-dimensional collisionless Landau response in the four-moment Landau-fluid model of

Hammett and Perkins [7]. The (density) response function �R(k,!) = ñ(k,!)T
0

/n
0

q ˜�(k,!)

for the four-moment LF model, where ñ is the perturbed density, T
0

is the temperature, q

is the charge, ˜� is the perturbed electrostatic potential, and ! is the frequency, has been

calculated versus normalized phase velocity !/(kv
th

) using all of the above implementations.

For the initial-value codes, driven inital-value calculations were carried out, in which an elec-
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trostatic potential with sinusoidal temporal and spatial dependence was imposed. Figure 8

shows the results of a subset of these calculations. All of calculations show excellent agree-

ment with each other and with the results in Fig. 1 of Ref. [7], providing verification that

the SMHS implementation of the LF closures can accurately capture the plasma response

in this situation.

Figure 8: Real and imaginary parts of the negative of the response function �R = ñT

0

/n

0

q�̃ versus
normalized phase velocity for matrix-eigenvalue and driven initial-value calculations for the closure
term in the four-moment Landau-fluid model of Ref. [7], compared with the results of matrix-
eigenvalue calculations using. The left frame shows results from the SMHS method, and the right
frame shows results from the Fourier method. The points show the real (diamonds) and imaginary
(squares) parts from the initial-value calculations, while the solid curves show the results from the
matrix-eigenvalue calculations.

F. Toroidal extensions

We have implemented Landau-fluid terms in the BOUT++ magnetic-fusion edge-physics

computer code [6]. For the terms that represent Landau damping and phase mixing in

the direction parallel to the magnetic field (i.e., |kq| phase-mixing) we use the available
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parallel-direction elliptic solver. This solver accounts for the correct offset-periodic boundary

conditions in the parallel direction in the core region (see, e.g., Ref. [9]), and therefore allow

for perturbations that may extend many parallel passes through the simulation domain

(or, physically, poloidal circuits in the parallel direction). For the toroidal-drift-resonance

(“|!d|”) terms, we have modified the existing perpendicular elliptic solve to solve the required

equation, which is a modified Helmholtz equation along lines that represent the trajectories

of the combined, thermally averaged grad-B and curvature drifts:


↵2nk2

�0 �
⇣
ˆ

Vd ·r
⌘
2

�
 = S.

Here, ↵2n is the coefficient that arises in the SMHS approximation of Eq. (7), k�0 is a

normalizing toroidal wavenumber, and ˆ

Vd is the unit vector in the direction of the combined,

thermally averaged grad-B and curvature drifts.

Preliminary verification studies of our implementation of the LF terms in a four-moment

GLF model in the BOUT++ code have been undertaken for toroidal ion temperature gra-

dient driven modes [17]. The linear growth rates of these modes are found to agree well

between the GLF model with the above implementations of the LF terms and gyrokinetic

computations using a four-moment toroidal GLF model [9]. These verification studies will

be presented in detail elsewhere.

III. SUMMARY AND OUTLOOK

We have developed a new non-Fourier method for the calculation of Landau-fluid (LF)

operators. This method is useful for situations with large (including background) spa-

tial inhomogeneities, and for computer codes in which the discretizations are generally

configuration-space (not Fourier) based. The method is based on approximations of the

nonlocal LF operators by sums of Lorentzians in wavenumber space, which correspond to

modified-Helmholtz-equation solves (SMHS) in configuration space. These approximations

yield excellent accuracy. A relative error of . 1.5% over a wide spectral range is read-

ily achievable with a small enough number of terms that the computational cost is highly

competitive with the Fourier method, in the subset of cases where the latter is applicable.

We show for the one-dimensional case that the SMHS method has fast-Fourier-like compu-
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tational time scaling, and becomes faster than direct methods such as matrix multiplication

once the number of grid cells Ng exceeds approximately 128 � 512. While our timings are

specifically for the one-dimensional case, this is already relevant for some implementations

that are useful for microturbulence calculations in the tokamak plasma edge region. Exam-

ples include the parallel LF operator for electrostatic cases and the toroidal drift resonance

(|!
d

|) phase-mixing LF operator provided that the saturated fluctuation amplitudes are

small. In truly multidimensional cases, we expect that this method can still be very efficient

and give the fast-Fourier-like computational time scaling provided that the associated mod-

ified Helmholtz equations are solved via a very efficient linear solution method, such as the

algebraic multigrid method.

The SMHS method also has the important advantage for spatially inhomogeneous plasma

cases of giving a much more (data-volume) efficient representation of the LF operators

than a direct calculation and storage of the nonlocal kernel matrix. A verification of this

method using the one-dimensional four-moment linear plasma response has been carried

out, both with semi-analytical calculations comparing the response using the SMHS method

with the Fourier method, and with driven initial value calculations of this linear response.

Excellent agreement is found for the linear response between Fourier and SMHS methods.

We remark that this method is also likely to be useful for capturing correct asymptotic

(large-wavenumber) form of the various perpendicular (gyrofluid) operators [8].

Spatial inhomogeneities in the operators can arise, for example, through spatial depen-

dences of the temperature or the collision rates. While the underlying theoretical justification

for particular forms of the operators in spatially dependent settings is under active investiga-

tion, some results are available either for simple cases or based on general considerations of

desirable properties of the closure terms. One result in a simplified case is that for uniform

temperature (and hence thermal speed), and for a Krook collision operator with a single

collisional damping rate (eigenvalue) that has a spatial dependence, the spatial dependence

can be entirely folded into a spatial-variable transformation to an “optical depth” variable

S(z) =

zZ
dz0/� (z0)

where � (z) is the spatial damping coefficient. In the presence of spatial inhomogeneities also

in the temperature, the theory is more complicated because it involves multiple competing
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spatially inhomogeneous quantities. However, when there are significant spatial variations, a

reasonable generalization for the Landau-fluid operators is one that conserves field quantity

upon which it operates, but dissipates fluctuations in that field. For the collisionless case

with spatially dependent temperature, examples of such operators are

� |k| v
th

˜

 ! @

@z

(
p

v
th

(z)
1

|k|

"
p
v
th

(z)
@ ˜ 

@z

#)
,

� |k.Vd| ˜ ! r ·

8
<

:
ˆ

Vd

p
Vd (x)

1���k.ˆVd

���

hp
Vd (x)

⇣
ˆ

Vd ·r˜

 

⌘i
9
=

; .

Here, Vd is the thermal average of the magnetic guiding-center (grad-B and curvature)

drifts, ˆ

Vd is the unit vector in its direction, and V
d

is its magnitude. The latter form can

also be used to implement the nonlinear phase mixing closure [8] that has been found to be

important in the nonlinear saturation of toroidal ion temperature gradient driven modes [18].

For the latter implementation, the equilibrium magnetic drift Vd is replaced by a vector

field that represents the finite-gyroradius corrections to the E⇥B drift. It is also possible to

generalize the operators to allow simultaneously for a spatially dependent collisional damping

rate and spatially dependent thermal velocity, while preserving the desirable properties of

conservation of the field quantity upon which it operates and dissipation of fluctuations in

that field. Such a generalization is

L (z) ˜ =

@

@z

"
N (z)

@ ˜ 

@z

#
,

where N (z) is a positive-definite nonlocal operator such as

N (z)� =

X

n

↵n
p

v
th

(z) �n (z)


↵2n � @2

@z2

��1 hp
v
th

(z) �n (z)�
i
.

Further investigations of the theoretical basis for extensions of the closures to include sig-

nificant spatial inhomogeneity, as well as comparisons with Fokker-Planck calculations are

underway [19].
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